
Introduction to perfSONAR 

RIPE SEE5, Tirana, Albania 
Szymon Trocha 

Poznań Supercomputing and Networking Center, Poland 
19 – 20 April 2016 

 



Agenda 

• Network performance problems 

• What is perfSONAR  

• perfSONAR use cases 

• Deployment 
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Multiple domains 
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Across network boundaries 
• Performance data fragmented and hard to access 

• Difficult to find measurement capability  

• Multi-domain problem diagnoses difficult and slow 

• This complex, heterogeneous set of networks must operate seamlessly from “end 
to end” to support global science and research collaborations 
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Problems 
• Performance issues are distributed and complicated for users 
• When a network is underperforming or errors occur, it is difficult to identify the 

source, as problems can happen anywhere, in any domain 
• Local-area network testing is not sufficient, as errors can occur at interconnection 

points 
• In order to support users we must understand the network usage patterns and 

data trends 
• Users often have limited IT skills  
• “Soft failures” are different and often go undetected when basic connectivity 

(ping, traceroute, web pages, email) works but performance is just poor e.g. 
– Congested or underperforming links 
– Buffers causing dropping packets 
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perfSONAR Toolkit 
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Network performance metrics 

• Throughput (stream of TCP data to show how much bandwidth one can get from the network) 

• Latency (a train of UDP packets is send to show impact) 

• Packet loss/duplication/ordering (verify reliable e2e transmission) 

• Network utilization (port usage) 

• Over time / on-demand 

perfSONAR toolkit 

• Open source implementation  and packaging of the perfSONAR measurement infrastructure and protocols 

• All components are available as RPMs, DEBs, and bundled as a CentOS 6-based „netinstall” and „fullinstall” 

• Easy to install and configure for quick start 

• Additional visualization available 



perfSONAR in short 
• Performance focused Service Oriented Network monitoring Architecture 
• International collaboration for network monitoring 

– Working to build a strong user community to support the use and 
development of the software 

• A tool to 
– Visualize, publish and archive network metrics data 
– Set network performance expectations 
– Find network problems 

• Designed to troubleshoot when multiple networks are involved 
• perfSONAR provides a standard way to publish monitoring data 
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Beacon use case 
• As a beacon, perfSONAR provides value to other users around 

the world 

• Typically at the network boundaries to be used by their 
customers 

• Allows to establish some set of tests from other locations 

• Requires providing basic configuration to identify the node 
and allowing others to test to the node 

• Minimal requirements for local storage 

• End sites can then create dashboard applications, and 
incorporate the downstream node into their test sets 

• Regular testing with selected tools helps to establish patterns 
– how much bandwidth we would see during the course of the 
day – or when packet loss appears 
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Mesh use case 
• A full mesh means all hosts involved are running the same test 

configuration 

• Typically used by networking providers to show performance 
characteristics between points of presence, as well as by virtual 
organizations to understand performance between participating 
locations 

• Requires coordination of several nodes via a shared configuration file 
that describes a test 

• Each host creates a set of tests to the other members of the mesh based 
on the configuration 

• Data can be stored on each machine, or pushed to a central server 
running a dashboard application 

• This configuration is read by the tools, which then perform the tests and 
store the results in either a central location, or on each of the members 

• Software such as Maddash can be used to visualize the collective results 
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Benefits 
• Helps finding and isolating problems in the network (or hosts) 

– Performance problems are often only visible at the ends 
– In a timely manner. Immediate access to the complete picture 

• No more waiting for others to provide their network monitoring data that affects your 
users’ experience 

• Provides network usage base 
• Provides a source of network measurements for further diagnostics 

– Tackling potential problems which may adversely impact the researchers’ 
voice, video or data communications 

• perfSONAR allows you to maintain high-performing network 
• More perfSONAR distributions equal better network visibility 

 

• Active and growing community 
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Deploying perfSONAR 
Node placement  
• The server must become a citizen 

of the network - it has to be 
treated the same as other servers 

• Place nodes where they will be 
most useful 
– at the demarcation point or 

borders 
– next to services (e.g. storage) 

• In front of firewalls 
• Describe and publish the node 

Hardware selection 
• Dedicated server is a best 

solution 
• Dedicate 2 different interfaces 

for running latency and 
throughput on the same 
server 

• Low-cost nodes 
• VM not always perform well 

due to clock sync issues 
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Who is running perfSONAR 

Worldwide deployment (http://stats.es.net/ServicesDirectory/) 
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Finding your way for perfSONAR 
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Choose your tools 

Get monitoring in 
place 

Continue regular 
measurements 

Track your 
performance issues 



Additional information 
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www.perfsonar.net 

docs.perfsonar.net 
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